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[bookmark: 1.__________________Introduction][bookmark: _Toc361043906][bookmark: _Toc524357024]Introduction
[bookmark: 1.1_______________Purpose][bookmark: _Toc360809998][bookmark: _Toc361043907][bookmark: _Toc524357025]Purpose
This document provides an overview of the main conceptual elements and relationships of an architecture, which includes subsystems, components, nodes, connections, data stores, users and external systems for FISE project.
[bookmark: 1.2_______________Scope][bookmark: _Toc360809999][bookmark: _Toc361043908][bookmark: _Toc524357026]Scope
This section will provide an overview of the entire technical architecture and also describe external interfaces to the system, external dependencies and provide a brief overview of the characteristics of the system, commenting on aspects such as main components, their description, real-time use, security considerations, concurrency of users etc.
[bookmark: _Toc209103098][bookmark: _Toc353439452][bookmark: _Toc360810000][bookmark: _Toc361043909][bookmark: _Toc524357027]Intended Audience
This document is a technical document that is to be consulted and used by the IT technical personnel, including also system administrators. 
[bookmark: _Toc456598591][bookmark: _Toc456600922][bookmark: _Toc209103099][bookmark: _Toc353439453][bookmark: _Toc360810001][bookmark: _Toc361043910][bookmark: _Toc524357028]Overview of the document
This document presents the main components of the FISE Information system such as: portal, datasets and tables (including spatial datasets) and the components that are used for presenting and processing such information.
[bookmark: _Toc524357029]Information System Description

FISE project scope is: Develop a prototype IT infrastructure for organising, sharing and publishing forest data and information, including maps, through the FISE web portal for DG Environment, in collaboration and the support of EEA. 

[bookmark: _Toc367691294][bookmark: _Toc367691421][bookmark: _Toc326069368][bookmark: _Toc347242716][bookmark: _Toc524357030]Information System Position Statement
The IT infrastructure should allow compiling, mining, integrating and organising both existing and new forest related spatial and non-spatial data sets and information available both within the EEA and outside by developing an entry point (gateway/portal) and a data repository (databases and tables including spatial datasets) for advanced users.

[bookmark: _Toc326069369][bookmark: _Toc347242717][bookmark: _Toc524357031]Information System Perspective
This initiative of EU DG Environment and EEA to collaborate on EU Forest Strategy committed the Commission and the Member States to set up the Forest Information System of Europe, by collecting harmonised Europe-wide information on the multifunctional role of forests and forest resources and integrating diverse information systems and data platforms into a dynamic modular system that combines data and models into applications. 
The main goal and long-term vision for the Forest Information System for Europe (FISE) is to provide target groups with comprehensive forest data and information on a single website featuring a user-friendly interface. The FISE portal aims to provide an overview of forest data and statistics, offering a consistent line of products and customisable output formats (map overlays, data sets, customisable graphs, downloadable pdf fact sheets etc.), addressing all aspects and parameters to reflect the holistic understanding of forest ecosystems and management advocated in the EU Forest Strategy.
Therefore, the system will be developed on the basis of the EEA infrastructure and using some of the already existing components already customised for EEA needs. Further developments will be done taking into consideration the EEA policies regarding IT development.
The FISE system must be fully compatible and compliant with the EEA's IT architecture and infrastructure. It should be designed to be regularly updated and to be extended and upgraded to accommodate new content and functions, in response to user needs and availability of new forest related data and information. Therefore, we list below the technological constraints:
· The site will be built with Plone v4.3, based on the EEA Common Plone Buildout (EEA-CPB) and EEA standard Plone dockerised deployments.
· The storage could be the default ZODB objectual database, or using a PostgreSQL backend, in order to reuse a docker-compose architecture done in an existing EEA-managed website.
· The maps services and map viewers will be created using the ArcGIS platform hosted on ArcGIS, according to the EEA standards, and shown on the site through iframes. EEA’s IDM3 is supporting the creation and hosting of the maps.
· Dynamic graphs will be done using DAVIZ or Tableau, both frameworks already used in the EEA to build interactive visualizations.
[bookmark: _Toc524357032]Assumptions and Dependencies
The FISE infrastructure is owned by the EEA and will have the following EEA infrastructure:
-	CMS: Plone 4.3.7, reusing one of the EEA dockerised buildouts
-	Databases: ZODB 2.13 and additional relational databases
-	Maps: ArcGIS platform via EEA web map server
-	Dynamic graphs will be done using Tableau
-	FME is going to be used whenever automation is needed or necessary
-	User authentication via EIONET LDAP accounts
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FISE will be hosted in EEA Cloud and details of this hosted environment are not under our project control.  
[bookmark: _Toc367300885][bookmark: _Toc367301168][bookmark: _Toc367301305][bookmark: _Toc367301581][bookmark: _Toc367451401][bookmark: _Toc367451986][bookmark: _Toc367452152][bookmark: _Toc367452278][bookmark: _Toc367452488][bookmark: _Toc367452756][bookmark: _Toc367452882][bookmark: _Toc367691381][bookmark: _Toc367691508][bookmark: _Toc367296912][bookmark: _Toc367299390][bookmark: _Toc367300886][bookmark: _Toc367301169][bookmark: _Toc367301306][bookmark: _Toc367301582][bookmark: _Toc367451402][bookmark: _Toc367451987][bookmark: _Toc367452153][bookmark: _Toc367452279][bookmark: _Toc367452489][bookmark: _Toc367452757][bookmark: _Toc367452883][bookmark: _Toc367691382][bookmark: _Toc367691509][bookmark: _Toc367296913][bookmark: _Toc367299391][bookmark: _Toc367300887][bookmark: _Toc367301170][bookmark: _Toc367301307][bookmark: _Toc367301583][bookmark: _Toc367296914][bookmark: _Toc367299392][bookmark: _Toc367300888][bookmark: _Toc367301171][bookmark: _Toc367301308][bookmark: _Toc367301584][bookmark: _Toc367296915][bookmark: _Toc367299393][bookmark: _Toc367300889][bookmark: _Toc367301172][bookmark: _Toc367301309][bookmark: _Toc367301585][bookmark: _Toc367296916][bookmark: _Toc367299394][bookmark: _Toc367300890][bookmark: _Toc367301173][bookmark: _Toc367301310][bookmark: _Toc367301586][bookmark: _Toc367296917][bookmark: _Toc367299395][bookmark: _Toc367300891][bookmark: _Toc367301174][bookmark: _Toc367301311][bookmark: _Toc367301587][bookmark: _Toc367296918][bookmark: _Toc367299396][bookmark: _Toc367300892][bookmark: _Toc367301175][bookmark: _Toc367301312][bookmark: _Toc367301588][bookmark: _Toc367296919][bookmark: _Toc367299397][bookmark: _Toc367300893][bookmark: _Toc367301176][bookmark: _Toc367301313][bookmark: _Toc367301589][bookmark: _Toc367296920][bookmark: _Toc367299398][bookmark: _Toc367300894][bookmark: _Toc367301177][bookmark: _Toc367301314][bookmark: _Toc367301590][bookmark: _Toc367296921][bookmark: _Toc367299399][bookmark: _Toc367300895][bookmark: _Toc367301178][bookmark: _Toc367301315][bookmark: _Toc367301591][bookmark: _Toc367296922][bookmark: _Toc367299400][bookmark: _Toc367300896][bookmark: _Toc367301179][bookmark: _Toc367301316][bookmark: _Toc367301592][bookmark: _Toc367296923][bookmark: _Toc367299401][bookmark: _Toc367300897][bookmark: _Toc367301180][bookmark: _Toc367301317][bookmark: _Toc367301593][bookmark: _Toc367296924][bookmark: _Toc367299402][bookmark: _Toc367300898][bookmark: _Toc367301181][bookmark: _Toc367301318][bookmark: _Toc367301594][bookmark: _Toc367296925][bookmark: _Toc367299403][bookmark: _Toc367300899][bookmark: _Toc367301182][bookmark: _Toc367301319][bookmark: _Toc367301595][bookmark: _Toc367296926][bookmark: _Toc367299404][bookmark: _Toc367300900][bookmark: _Toc367301183][bookmark: _Toc367301320][bookmark: _Toc367301596][bookmark: _Toc367098191][bookmark: _Toc367106762][bookmark: _Toc367107004][bookmark: _Toc367107132][bookmark: _Toc367296927][bookmark: _Toc367299405][bookmark: _Toc367300901][bookmark: _Toc367301184][bookmark: _Toc367301321][bookmark: _Toc367301597][bookmark: _Toc367348067][bookmark: _Toc367348486][bookmark: _Toc367451403][bookmark: _Toc367451988][bookmark: _Toc367452154][bookmark: _Toc367452280][bookmark: _Toc367452490][bookmark: _Toc367452758][bookmark: _Toc367452884][bookmark: _Toc367691383][bookmark: _Toc367691510][bookmark: _Toc360806249][bookmark: _Toc524357034]Compliance
[bookmark: _Toc524357035]EEA policies compliance
The site should follow the following EEA policies: 
1. EEA legal notices, with a strong emphasis on the ‘Data Protection Notice’
2. EEA standards for web site
3. EEA's Content Management Systems Policy
4. EEA's Archiving policy
5. EEA's Data Policy
[bookmark: _Toc524357036]Security Compliance
[bookmark: _Toc524357037]Security Statement
The FISE system will comply to the following policies:
1. IDM2's Policies, in particular:
· IDM2's security policy for software development
· IDM2's application security strategy
The data that will by handled by FISE will be publicly available. All functionalities developed for processing, managing and display of data should ensure that only authenticated users will be able to perform the functionalities presented above.  
This section provides the security statement describing the system purpose, the system security boundaries, the security characteristics (in terms of availability, integrity, confidentiality) 

	Our Information System has a Confidentiality level
	PUBLIC

	Our Information System has an Integrity level
	MODERATE

	Our Information System has an Availability level
	MODERATE

	Our Information System has a Security classification
	STANDARD


[bookmark: _Toc367451407][bookmark: _Toc367451992][bookmark: _Toc367452158][bookmark: _Toc367452284][bookmark: _Toc367452494][bookmark: _Toc367452762][bookmark: _Toc367452888][bookmark: _Toc367691387][bookmark: _Toc367691514][bookmark: _Toc367301608][bookmark: _Toc367348078][bookmark: _Toc367348497][bookmark: _Toc367451415][bookmark: _Toc367452000][bookmark: _Toc367452166][bookmark: _Toc367452292][bookmark: _Toc367452502][bookmark: _Toc367452770][bookmark: _Toc367452896][bookmark: _Toc367691395][bookmark: _Toc367691522]

[bookmark: _Toc524357038]Data Protection Compliance
FISE system will be implemented respecting the EEA's data protection strategy

	Data Protection Checklist

	1) Does this project process any data allowing the identification of an individual person? <Process means as well as to collect, structure, format, file, transform, store, transfer data on any kind of media.>
	yes   no

	2) Personal data is extracted or imported from an Information System.
Name:
DG:
This the DPO is notified:
The Information System owner has given his agreement?
	partially
yes




	3) Personal data is manually collected?
	no

	4) Personal data is collected on-line?
	no

	5) Nature and origin of personal data:
medical, assessment, social, e-monitoring, log, …;
other nature;
external citizens, other EU Institutions; 
Commission Staff.
	




	6) Does any new version of the application have an impact on the currently notified processing?
	

	7) Other…
	



Based on the answers to the checklist, the conclusion is that:
1) the system/application foresees to process personal data 		
2) the system/application does not process personal data		

[bookmark: _Toc524357039]Architecture Overview
[bookmark: _Toc524357040]Architectural Goals
The main goal and long-term vision for the system is therefore to provide 
· on a single website
· better forest data and statistics compared to what is currently on the market,
· offering through a user-friendly interface a consistent line of generic products and customisable output formats,
· addressing all aspects and parameters needed to reflect the holistic understanding of forest ecosystems and management advocated in the EU Forest Strategy
to serve the user needs and support the objectives outlined later on.
Technically, FISE therefore be capable of creating a coherent piece of information from different data sources, even if this requires tapping into a variety of underlying data centres and platforms such as Climate-ADAPT, WISE, BISE, COPERNICUS, the Article 12 and 17 assessments (Nature Directives), or the planned LULUCF registry.

The FISE infrastructure is owned by the EEA and will have the following EEA infrastructure:
· CMS : Plone 4.3.7
· Database : ZODB 2.13
· Maps : ArcGIS via EEA web map server
· User authentication via EIONET LDAP accounts

The content will be:
· General and basic information accessed as answers to general questions regarding the state of forests
· Forest topics including health, production, pressures and ecosystem services
· Forest data and maps to be downloaded
· Indicators: indicators sheets / fact sheets
· Interactive tools and resources (apps)

Main Functionalities
· Database search functions
· Map based search functions
· Download of the data
· Viewer – tables, graphs, maps

Key elements of the EEA architecture for data management are 
· Reportnet as the data acquisition system, 
· The common workspace to process national data into European data sets 
· the EEA data warehouse from which data and data related products are been published. 

 [image: ]
Figure 1 Highlighted architecture components of data/information management at EEA

Data contributing to indicators are prepared within the indicator management system (IMS). These building blocks are underpinned by a spatial data infrastructure, by the increased use of cloud computing services.
For data publication, EEA uses a limited number of standardised software tools, and publishes own web services as well as information platforms owned by Commission services. 
EEA currently hosts and maintains an increasing number of thematic websites (e.g. WISE, BISE, ePRTR, Climate-ADAPT, Copernicus land) on behalf of several Commission services (ENV, CLIMA, REGIO, MARE, GROW). Over time, these websites and their content need to be brought stepwise into alignment with EEA architecture and structured approaches to agreement on service levels and ownership put in place.

[bookmark: _Toc367348084][bookmark: _Toc367348503][bookmark: _Toc367451421][bookmark: _Toc367452006][bookmark: _Toc367452172][bookmark: _Toc367452298][bookmark: _Toc367452508][bookmark: _Toc367452776][bookmark: _Toc367452902][bookmark: _Toc367691401][bookmark: _Toc367691528][bookmark: _Toc367098199][bookmark: _Toc367106770][bookmark: _Toc367107012][bookmark: _Toc367107140][bookmark: _Toc367296943][bookmark: _Toc367299421][bookmark: _Toc367300917][bookmark: _Toc367301200][bookmark: _Toc367301337][bookmark: _Toc367301614][bookmark: _Toc367348085][bookmark: _Toc367348504][bookmark: _Toc367451422][bookmark: _Toc367452007][bookmark: _Toc367452173][bookmark: _Toc367452299][bookmark: _Toc367452509][bookmark: _Toc367452777][bookmark: _Toc367452903][bookmark: _Toc367691402][bookmark: _Toc367691529][bookmark: _Toc342053858]
[bookmark: _Toc524357041]Architecture Overview Diagram

[bookmark: _Toc524357042]System Architecture Model

The System architecture Model represents the various architecture components that comprise the system, and show their interrelationships.


[bookmark: _GoBack][image: ]
Figure 2 FISE Architecture Overview including portal, NFI search and maps

1 
2 
2.1 
2.2 
[bookmark: _Toc524357043]Docker Engine

This project uses containers to provide a lightweight virtual environment that groups and isolates a set of processes and resources such as memory, CPU, disk, etc., from the host and any other containers. The isolation guarantees that any processes inside the container cannot see any processes or resources outside the container. 


Figure 3 - Container virtualisation

The main difference between a container and a full-fledged VM is that all containers share the same kernel of the host system.
This document will focus on Docker, as the used implementation of containerization. Docker is primarily developed for Linux and implements a high-level API to provide lightweight containers that run processes in isolation.
Docker-engine is a client-server application with these major components: a server in the form of dockerd daemon, a REST API which specifies interfaces the any program can use to talk with the docker daemon and command line interface (CLI) client to leverage REST API.  


Figure 4 - Docker Engine

Brief overview of some of Docker objects:
· Docker Daemon: The Docker daemon listens to API requests and manages Docker objects (images, containers, networks, and volumes).  The daemon can also communicate with other daemons to manage Docker Services (in swarm mode).
· Docker Client: The docker command uses the Docker API to send commands to the docker daemon. It can communicate with more than one daemon.
· Docker Registries: A Docker registry stores Docker images. Docker Hub and Docker Cloud are public registries that anyone can use, and Docker is configured to look for images on Docker Hub by default. When you use the docker pull or docker run commands, the required images are pulled from your configured registry. When you use the docker push command, your image is pushed to your configured registry. You can upgrade the application by pulling the new version of the image and redeploying the containers.
· Images: An image is a read-only template with instructions for creating a Docker container. Often, an image is based on another image, with some additional customization. For example, you may build an image which is based on the Alpine image but installs the Apache Web Server and your application, as well as the configuration details needed to make your application run. 
· Containers: A container is a runnable instance of an image. You can create, run, stop, move, or delete a container using the CLI. You can connect a container to one or more networks, attach storage to it, or even create a new image based on its current state. By default, a container is relatively well isolated from other containers and its host machine. You can control how isolated a container’s network, storage, or other underlying subsystems are from other containers or from the host machine. A container is defined by its image as well as any configuration options you provide to it when you create or run it. When a container stops, any changes to its state that are not stored in persistent storage disappears.
· Services: It allows you to scale containers across multiple Docker daemons, which all work together as a swarm with multiple managers and workers. Each member of a swarm is a Docker daemon, and the daemons all communicate using the Docker API. A service allows you to define the desired state, such as the number of replicas of the service that must be available at any given time. By default, the service is load-balanced across all worker nodes. To the consumer, the Docker service appears to be a single application.

[bookmark: _Toc524357044]Docker internals

At its core, Docker is an open platform to build, ship, and run distributed applications, aligned to DevOPS as a culture. Consisting of Docker Engine (a portable lightweight runtime and packaging tool) and Docker Hub (a cloud service for sharing applications and automating workflows), Docker enables applications to be quickly assembled from components and eliminates the friction between development, QA, and production environments. As a result, IT can ship faster and run the same application, unchanged, on any medium like on premises, public cloud, private cloud or bare metal data centers. 
Docker can use different interfaces to access virtualization features of the Linux kernel, but mainly supports libcontainer.
The following diagram describes how Docker takes advantage of several features of the Linux Kernel to deliver its functionality:



Figure 5 – Docker Internals

When running a container, Docker creates a set of namespaces for that container. These namespaces provide a layer of isolation. Each aspect of a container runs in a separate namespace and its access is limited to that namespace.
Docker Engine uses the following namespaces on Linux:
· PID namespace for process isolation.
· NET namespace for managing network interfaces.
· IPC namespace for managing access to IPC resources.
· MNT namespace for managing filesystem mount points.
· UTS namespace for isolating kernel and version identifiers.


Docker also makes use of kernel control groups for resource allocation and isolation. A cgroup limits an application to a specific set of resources. Control groups allow Docker Engine to share available hardware resources to containers and optionally enforce limits and constraints.
Docker Engine uses the following cgroups:
· Memory cgroup for managing accounting, limits and notifications.
· HugeTBL cgroup for accounting usage of huge pages by process group.
· CPU group for managing user / system CPU time and usage.
· CPUSet cgroup for binding a group to specific CPU. Useful for real time applications and NUMA systems with localized memory per CPU.
· BlkIO cgroup for measuring & limiting amount of blckIO by group.
· net_cls and net_prio cgroup for tagging the traffic control.
· Devices cgroup for reading / writing access devices.
· Freezer cgroup for freezing a group. Useful for cluster batch scheduling, process migration and debugging without affecting prtrace.

Docker Engine makes use of AppArmor, seccomp, capabilities kernel features for security purposes.
· AppArmor allows to restrict programs capabilities with per-program profiles.
· Seccomp used for filtering syscalls issued by a program.
· Capabilties for performing permission checks.


[bookmark: _Toc524357045]Rancher OS
RancherOS is a simplified Linux distribution built from containers, for containers. Everything in RancherOS is a container managed by Docker. It includes only the bare minimum amount of software needed to run Docker, and even system services like udev and syslog. Everything else can be pulled dynamically through Docker.
To accomplish this by launching two instances of Docker. One is what we call System Docker, the first process on the system. All other system services, like ntpd, syslog, and console, are running in Docker containers. System Docker replaces traditional init systems like systemd, and can be used to launch additional system services.


Figure 6 - System Docker


System Docker runs a special container called Docker, which is another Docker daemon responsible for managing all of the user’s containers. Any containers launched from the console will run inside this Docker. This creates isolation from the System Docker containers, and ensures normal user commands don’t impact system services.

[bookmark: _Toc524357046]Rancher
Rancher is an open source software platform that enables organizations to run and manage Docker. It is also the current solution building block used as a container management and orchestration tool.
At the most basic level, all container orchestrators do the same thing: they automate the provisioning and management of containerized infrastructure. Rancher, in particular, takes in raw computing resources from any public or private cloud in the form of Linux hosts. Each Linux host can be a virtual machine or physical machine. Rancher does not expect more from each host than CPU, memory, local disk storage, and network connectivity.



Figure 7 - Rancher Container Management Platform

Rancher implements a portable layer of infrastructure services designed specifically to power containerized applications. Rancher infrastructure services include networking, storage, load balancer, DNS, and security. Rancher infrastructure services are typically deployed as containers themselves, so that the same Rancher infrastructure service can run on any Linux hosts from any cloud.
Many users choose to run containerized applications using a container orchestration and scheduling framework. Rancher includes a distribution of all popular container orchestration and scheduling frameworks today, including Docker Swarm, Kubernetes, and Mesos. The same user can create multiple Swarm or Kubernetes clusters. They can then use the native Swarm or Kubernetes tools to manage their applications.
In addition to Swarm, Kubernetes, and Mesos, Rancher supports its own container orchestration and scheduling framework called Cattle. Cattle is used extensively by Rancher to orchestrate infrastructure services as well as setting up, managing, and upgrading Swarm, Kubernetes, and Mesos clusters.
Rancher users can deploy an entire multi-container clustered application from the application catalog with one click of a button. Users can manage the deployed applications and perform fully automated upgrades when new versions of the application become available. Rancher maintains a public catalog consisting of popular applications contributed by the Rancher community. Rancher users can create their own private catalogues.
Rancher supports flexible user authentication plugins and comes with pre-built user authentication integration with Active Directory, LDAP, and GitHub. Rancher supports Role-Based Access Control (RBAC) at the level of environments, allowing users and groups to share or deny access to, for example, development and production environments.

[bookmark: _Toc524357047]Web Portal architecture

The proposed solution implements the application as a standard 3-tiers solution:
A. Frontend
B. Backend, exposing consumable web services
C. Local SQL database/Search engine

The frontend was implemented to be used entirely in a web browser, using HTML5, JavaScript/JavaScript libraries, CSS.

The backend was implemented to provide the frontend the services required and to ensure the communication with the database and with the external clients.

The database tier stores:
· Metadata about the spatial and non-spatial data sets
· Dictionary tables and data imports timeline
· General application data & configuration

The datasets are stored on file-system and all the metadata is indexed for searching. New data is imported via management commands.

[bookmark: _Toc524357048]Web Portal 
The European Environmental Agency has a long history of working with Plone, having its website and many other services and joint-project websites deployed with that solution. The entire team, from its editors to the system administrators and the developers working for the consultants, have integrated and accomodated Plone: it has been proven, many times, that Plone is the perfect solution for the type of needs and projects that EEA develops.

Therefore we are  be using:
·  Plone 4.3.7, reusing one of the EEA dockerised buildouts
· ZODB 2.13

We are presenting below the architecture of the Zope portal. Plone is a product running on Zope.
[image: ]
Figure 8 - Web portal architecture

The Plone Content Management System (CMS) is an open-source solution offered by the Plone Foundation and supported by a network of third-party comercial solution providers, all working in the same space, with shared software and components. As many popular open source solutions, it receives continuous development, boosted by the many international conferences and sprints organized by the developer community.

Plone is one of the leading CMS in the Enterprise CMS category, thanks to its many advantages: very strong security, extensibility, ease of development, many third-party solutions for various features and its speed. It is suitable for frontend-facing websites as well intranets, where it offers a very user-friendly interface for editing/administration tasks. Plone, as a standalone product, has a history of over 20 years and has gathered, among its users, many government agencies. Wikipedia has modeled its interface based on Plone’s interface, proving, at a very large scale, the solidity of Plone base user interfaces.

For the FISE project Plone offers the perfect combination of features to recommend it for adoption:

· We get an extensible standalone and open source CMS
· It has a powerful and simple to use user interface for both visitors and editors
· Its internal architecture is based on the principle of components, making it extremely easy to swap and replace features that we don’t need or we need to behave different from the original
· It organizes its content in a simple to understand hierarchical tree, very similar to a filesystem, making it easy to understand by editors. It transparently and natively maps its content titles to the URLs of published objects, making it very search-engine friendly. It has a framework to easily define new content types with automatic add/edit forms and view pages, that can be used to prototype and then deliver new type of “database records”.
· It offers an extensible system of authentication and authorization, making it easy to integrate with EEA’s Eionet LDAP based solution. The Eionet LDAP users map transparently to Plone users and the Eionet roles map to Plone groups, allowing a seamless experience when it comes to managing security
· It has a powerful workflow engine that allows the definition of custom document workflows that can impact the security of a document. Any content or document in the Plone system can have its very own custom security: it can be made private or public, it can be sent for approval, it can be edited in a “private” branch, etc.
· It has a very advanced administration interface, organized in two layers: there is a layer offered by Plone itself, that allows administration through the Plone Control Panel and a layer offered by the application server, Zope, that allows even more customization and administration options.
· It has a very powerful event-based content rules engine, that allows administrators to define automatic system actions based on various events. For example, a user’s submit for review action can be intercepted and used to trigger an action that sends an email, etc.
· It offers a very advanced migration solution based on XML exported information, making system upgrades easy and safe: the developers can export the production system state, operate changes on the migration steps and offer them back to the production system for application.
· The database is a very advanced object store, very stable and safe. Its transaction based system means that data integrity is guaranteed and it’s even possible to manually rollback mistakes in case of some user or editor mistake.
· As an enterprise feature, it is very easy to scale the Plone services, based on a client-server architecture: the database is offered through a centralized server (ZEO), with the worker servers (Zope instances) connecting to that database. This system, together with the Rancher/Docker environment and the intelligent load balancers makes it easy to scale up or down the system, according to provided user feedback and available hardware resources.

The European Environmental Agency has a long history of working with Plone, having its website and many other services and joint-project websites deployed with that solution. The entire team, from its editors to the system administrators and the developers working for the consultants, have integrated and accomodated Plone: it has been proven, many times, that Plone is the perfect solution for the type of needs and projects that EEA develops.

[bookmark: _Toc524357049]WebPortal - NFI Search - Solution architecture
[image: ]
Figure 9 - WebPortal - NFI Search

[bookmark: _Toc524357050]Technologies
The proposed solution was developed using the following main technologies: 
· HMTL5, JavaScript/Vue.js/D3.js, CSS for the web application frontend
· Plone 4.3.7, reusing one of the EEA dockerised buildouts
· ZODB 2.13
· Django REST Framework/Python for backend components
· PostgreSQL server database for data storage
· Elasticsearch for data indexing
· Nginx for serving static files (datasets)

Other technologies used for this project:
· Docker/Docker Hub/Rancher (for deployments)
· Python unittest, for unit testing
· Nightwatch and Jasmine, for frontend automated testing
· Git, for source code (and other deliverables) management/versioning control system
· Redmine, for issues management

[bookmark: _Toc524357051]Maps and spatial architecture

The maps services and map viewers will be created using the ArcGIS platform, according to the EEA standards, and shown on the site through iframes. EEA’s IDM3 is supporting the creation and hosting of the maps.

Supported Versions of Windows operating system 
· Windows Server 2016 Standard and Datacenter
· Windows Server 2012 R2 Standard and Datacenter
· Windows Server 2012 Standard and Datacenter
· Windows Server 2008 R2 Standard, Enterprise, and Datacenter
(Versions 64 bits)
Supported database versions (SQL SERVER)
· Microsoft SQL Server 2017 (64 bits)
· Microsoft SQL Server 2017 para Linux (64 bits)
· Microsoft SQL Server 2016 (64 bits)
· Microsoft SQL Server 2014 (64 bits)
· Microsoft SQL Server 2012 SP3 (64 bits)
(Editions: Standard/Enterprise/Developer)
Minimum HD to assign
· 20GB exclusively for ArcGIS Enterprise. Therefore, it is recommended as a minimum for data, operating system and other 100GB. High performance discs are recommended for data storage.
Minimum RAM to be assigned
· 16 GB
Interesting links of ESRI Software requirements:
https://enterprise.arcgis.com/en/system-requirements/latest/windows/arcgis-server-system-requirements.htm (AG Enterprise 10.6.x)
http://desktop.arcgis.com/en/system-requirements/latest/database-requirements-sqlserver.htm (DataStore 10.6.x)

The following image reflects the architecture:

[image: Resultado de imagen de geodatabase arcgis server arcgis online]
Figure 10 - Maps and geospatial architecture

Geodatabases: A collection of various types of GIS datasets held in a file system folder. (This is the recommended native data format for ArcGIS stored and managed in a file system folder.)
GIS Server: ArcGIS Server version 10.6 installed on EEA’s infrastructure. There are many ArcGIS Server instances. 
Web adaptor: The Web Adaptor is an application that runs in your existing website and forwards requests to your ArcGIS Server machines. 
https://enterprise.arcgis.com/en/server/latest/install/windows/about-the-arcgis-web-adaptor.htm
Client: The client will be one or many web applications created on ArcGIS Online using Web App builder templates. 
ArcGIS Online: ArcGIS Online provides a central location to store, manage, and share spatial data in the form of files and web layers. 

[bookmark: _Toc524357052]Tables and graphs visualisation

Dynamic graphs will be done using Tableau, the framework is already used in the EEA to build interactive visualizations.

The maps will be designed using Tableau Desktop and published on Tableau Server to make them publicly available.

https://onlinehelp.tableau.com/current/server/en-us/server_infrastructure_planning.htm
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[bookmark: _Toc524357053]Re-Usable Architectural Assets
<List any potentially reusable architectural assets.  Note the tradeoffs in cost, risk, and functionality from adopting each asset. For each asset, note whether you plan to use it as-is, extend or enhance it, or whether you choose not to use it at all and why. Also and describe the current state of each one. Initially, each reusable architectural asset may only have a name and brief description. They evolve until the reusable architectural asset is a component that can be directly applied to some aspect of the design.
Use the table below as a guideline to verify any possible re-use of current EC's available services and components, according to your IT solution requirements. Review the table and fill it as appropriate.
This is a none-exhaustive list and it will evolve overtime. This first list is compiled from DIGIT's reference architecture document, Appendix 1-REF5, and from endorsed reusable components from ISPMB.
Note: For each Architectural Asset Category, either re-used or rejected, a proper justification must be found in section "4.2-Architecture Decisions">

	Architectural Asset Category 
	Needed?(Yes/No)
	Architectural Asset type
	Architectural Asset name
	Reference
	Do you plan to use it in your project? If the answer is not, please, specify the reason

	Document Management
	
	Service
	
	
	

	Master Data Management
	
	Service
	
	
	

	Auditing
	
	Component
	
	
	

	Batch Management
	
	Service
	
	
	

	Business Intelligence
	
	Component
	
	
	

	Business Intelligence
	
	Component
	
	
	

	Document Management
	
	Component
	
	
	

	Document Management
	
	Component
	
	
	

	Document Management
	
	Service
	
	
	

	Document Management
	
	 
	
	
	

	Error Handling
	
	Component
	
	
	

	Graphical Interface
	
	Component
	
	
	

	Graphical Interface
	
	Component
	
	
	

	Information Exchange
	
	Service
	
	
	

	Information Exchange
	
	Service
	
	
	

	Information Exchange
	
	Service
	
	
	

	Information Exchange
	
	Service
	
	
	

	Information Exchange
	
	 
	
	
	

	Information Management
	
	Service
	
	
	

	Information Management
	
	 Service
	
	
	

	Mail/Notification
	
	Service
	
	
	

	Monitoring
	
	 Service
	
	
	

	Persistence
	
	Service
	
	
	

	Reference Architecture
	
	Development Framework Component
	
	
	

	Rule Engine
	
	Component
	
	
	

	Security
	
	Service
	
	
	

	Security
	
	Component
	
	
	

	Security
	
	Service
	
	
	

	Security
	
	Component
	
	
	

	Workflow
	
	Component
	
	
	

	Workflow
	
	Service
	
	
	

	Workflow
	
	Service
	
	
	

	
	
	…
	
	
	



[bookmark: _Toc360806258][bookmark: _Toc524357054]Appendix 1: References and Related Documents

	Doc ID
	Reference/ Related Document
	Location

	N/A
	Tasks and activities 
	https://taskman.eionet.europa.eu/projects/fise-dev

	N/A
	Project Library
	https://projects.eionet.europa.eu/fise-project/library/

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	



image2.png
@




image3.emf

image4.jpg
\? \? [ Wi ysers

EEA cloud

-

RANCHER  docker

fesenin
proxy

@

sopsoton

Seale out

o (e »» [

e —

Web portal

@ e,
@

Application server(s) |1 2 n
Scale out
NFisearch

web
Adapter

Maps and geospation
information





image5.emf
Kernel of the Linux Host

Hardware

Host OS

Container

separate 

user space

Container

separate 

user space

Container

separate 

user space


Microsoft_Visio_Drawing1.vsdx




Kernel of the Linux Host
Hardware
Host OS
Container
separate 
user space
Container
separate 
user space
Container
separate 
user space



image6.emf
manages

REST API

docker CLI

docker daemon

Docker Engine


Microsoft_Visio_Drawing2.vsdx
manages





REST API
docker CLI
docker daemon




data volumes
text
text
text
text
container

container

container

container

network
images
Docker Engine



image7.emf
Docker

libcontainer

Linux Kernel

cgroups

namespaces

AppArmor

capabilities

seccomp

SELinux

Netlink


Microsoft_Visio_Drawing3.vsdx
Docker

libcontainer
Linux Kernel
cgroups
namespaces
AppArmor
capabilities
seccomp
SELinux
Netlink



image8.emf
Linux Kernel

System Docker

User Docker

System Containers

User level containers

udev

console

dhcp


Microsoft_Visio_Drawing4.vsdx
text
text
text
text
container

container

container

container

text
text
text
text
container

container

container

container

Linux Kernel
System Docker
User Docker
System Containers
User level containers
udev
console
dhcp



image9.emf
Application Catalog

Google Cloud

Microsoft Azure

Storage Networking Security DNS/LBs

Infrastructure Services

Container 

Management 

Platform

User Mgmt

RBAC

AD/LDAP

SAML

 

OPS Mgmt

CI/CD

Registers

Monitoring

 

Container Orchestration and Scheduling

Multi-tenant environments

AWS Cloud

Environment 1 Environment 2 Environment 

n

Ρ

Apache

Redis Cache


Microsoft_Visio_Drawing5.vsdx
Application Catalog
Google Cloud

Microsoft Azure

Storage
Networking
Security
DNS/LBs
Infrastructure Services
Container Management Platform
User Mgmt
RBAC
AD/LDAP
SAML
OPS Mgmt
CI/CD
Registers
Monitoring
Container Orchestration and Scheduling
Multi-tenant environments
AWS Cloud
Environment 1
Environment 2
Environment n
™
Apache
Redis Cache



image10.jpg
Final users

Publc facing proxy server (revprory)

Hitp servor (Apache 2)

{

Caching server (Varmish)

[

Centralized lowlevel

cache (memcached)

Wil proxy sorver
(postt)

Load balancer (haproxy)
ZEO cient (Zope) 2EO clent (Zope) 260 clont (Zope)
Medi storage
(blobstorage)
Database server (ZEO)

‘Asyno task runner (Zope)





image11.png
BACKEND
Django REST Framework/Python

Web Services API

Solution Backend Specific Components

Log/Audit Application Management
Backup/Restore search/index (|, o8 || Fie system
i Interface ha Interface
Interface

TN Y Y
f A~ A~

PostgresaL
Elasticsearch [ | "o BT Filesystem

P N





image12.png




image1.emf

